
Using and Contributing to 
BetterEvaluation 
& 
Contemporary Issues in M&E 
 
Dr Greet Peersman 
Deputy Director, BetterEvaluation Project 
Associate Professor, Centre for Applied Social Research 
RMIT University (Melbourne, Australia) 
 
 
Myanmar M&E Association, Yangon, 14 July 2016 

 
 

www.betterevaluation.org  



2 

Presentation Outline 

• What is      ? 

 

- underlying principles 

- the Rainbow Framework 

- using the website and contributing information  

• What are some important considerations in M&E?  

– developing and using a theory of change 

– values clarification, especially equity 

– building an evaluative culture 

• What are some important developments in M&E? 

– applying complexity theory 

– need for sustained and emerging impact evaluation 
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WHAT IS         ? 

 
 

 

 

 

 



www.betterevaluation.org  





Choosing the right ‘tool’ matters! 

Simon Kneebone - “Show Me The Change” 

http://www.flickr.com/photos/smtc/sets/72157624112171834/  

http://www.flickr.com/photos/smtc/sets/72157624112171834/


Rainbow Framework – to guide managing, 
conducting and using evaluation 

300+ methods/options  

related to 34 tasks 

organized in 7 clusters 

www.betterevaluation.org  



Develop a description of what is to be evaluated  

and how it is understood to work 



Set the parameters of the evaluation  

–its purposes, key evaluation questions, and  

criteria and standards to judge 



Answering descriptive questions:  

how things are; what has happened;  

what has changed 



Answering causal questions: 

why things have changed 



Answering evaluative questions: 

Overall judgement of merit, worth or significance 



    
Develop and present findings in ways that are useful for intended users  

& Support them to make use of the findings 



1. Understand & engage with 

stakeholders  

2. Establish decision making processes 

3. Decide who will conduct the 

evaluation 

4. Determine & secure resources 

5. Define ethical and quality standards  

6. Document management processes and 

agreements 

7. Develop evaluation plan or framework 

8. Review evaluation  

9. Develop evaluation capacity  

Manage 



 



 

Example of Resources: Impact Evaluation 
http://betterevaluation.org/themes/impact_evaluation 

 

 

Methodological Briefs [UNICEF-funded] http://betterevaluation.org/resources/guide/unicef_impact_evaluation_series 



Example of Resources: Evaluation Rubrics 
http://betterevaluation.org/resource/ example/rubrics-oakden 

 
 

 



Guide for Commissioners of Evaluation 
 
 

To be launched in September 2016 



generaTOR Tool (1) 

Note: This is a concept example only, not the actual tool 



generaTOR Tool (2) 

Note: This is a concept example only, not the actual tool 



Contribute to BetterEvaluation 

• Steward an area 

• Improve existing content 

• Write a guest blog 

• Add resources 

• Let us know about events 

• Give us feedback 
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SOME IMPORTANT CONSIDERATIONS IN M&E 
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An apple a day  

keeps the doctor away 

 

Or does 
it? 

DEVELOPING AND USING A THEORY OF CHANGE 

• What the change process involves  

• How the intervention will bring this about 

 

 



Theory of Change 

WHAT WE 

DO 

WHAT WE 

HOPE TO 

ACHIEVE 

Source: Rogers P. Brief 2. Theory of Change. UNICEF webinar. 



WHAT 

WE DO 

WHAT WE HOPE 

TO ACHIEVE 

INTERMEDIATE 

OUTCOME 

INTERMEDIATE 

OUTCOME 

How does 

this happen? 

How does 

this happen? 

How does 

this happen? 

WHAT 

OTHERS 

DO 

Theory of Change 
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Theory of Change 

WHAT WE DO 
WHAT 

OTHERS DO 

WHAT WE HOPE 

TO ACHIEVE 

INTERMEDIATE 

OUTCOME 

INTERMEDIATE 

OUTCOME 
WHAT WE DO WHAT 

OTHERS DO 

Source: Rogers P. Brief 2. Theory of Change. UNICEF webinar. 



Theory of Change 

WHAT WE DO 
WHAT 

OTHERS DO 

WHAT WE HOPE 

TO ACHIEVE 

INTERMEDIATE 

OUTCOME 

INTERMEDIATE 

OUTCOME 
WHAT WE DO WHAT 

OTHERS DO 

OTHER 

IMPACTS 



ToC: Bangladesh Integrated Nutrition Program 

29 

Source: White, Howard, ‘Theory-Based Impact Evaluation: Principles and Practice’, International Initiative for Impact 
Evaluation Working Paper No. 3, 3ie, New Delhi, 2009, p. 5. See http://www.publicpolicyadvocacy.info/biblioteca/MVI_114.pdf   

http://www.publicpolicyadvocacy.info/biblioteca/MVI_114.pdf


ToC: multiple causal paths & supporting evidence 

30 

Source: United Nations Population Fund and United Nations Children’s Fund, Joint Evaluation, UNFPA–UNICEF Joint 
Programme on Female Genital Mutilation/Cutting: Accelerating Change, 2008–2012, Final Report, Volume II, 
UNFPA/UNICEF, New York, 2013, annex 13, p. 192. See http://www.unfpa.org/webdav/site/global/shared/documents/ 
Evaluation_branch/Joint%20Evaluation%20-%20Sept%202013/Main%20Report/FGMC_Final %20Evaluation 
%20Report_Volume%20II_September09.pdf .  

http://www.unfpa.org/webdav/site/global/shared/documents/Evaluation_branch/Joint Evaluation - Sept 2013/Main Report/FGMC_Final Evaluation Report_Volume II_September09.pdf
http://www.unfpa.org/webdav/site/global/shared/documents/Evaluation_branch/Joint Evaluation - Sept 2013/Main Report/FGMC_Final Evaluation Report_Volume II_September09.pdf
http://www.unfpa.org/webdav/site/global/shared/documents/Evaluation_branch/Joint Evaluation - Sept 2013/Main Report/FGMC_Final Evaluation Report_Volume II_September09.pdf
http://www.unfpa.org/webdav/site/global/shared/documents/Evaluation_branch/Joint Evaluation - Sept 2013/Main Report/FGMC_Final Evaluation Report_Volume II_September09.pdf
http://www.unfpa.org/webdav/site/global/shared/documents/Evaluation_branch/Joint Evaluation - Sept 2013/Main Report/FGMC_Final Evaluation Report_Volume II_September09.pdf


ToC: multi-country evaluation on  

increasing access and equity in early childhood education 

31 

Source: UNICEF Regional Office for Central and Eastern Europe and the Commonwealth of Independent States (2014) Terms of Reference for 
Multi-country evaluation on increasing access and equity in early childhood education: UNICEF’s contribution to achieving results in six CEE-CIS 
countries, 2005–2012, p. 7.  
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VALUES CLARIFICATION 

• Whose values? 

• Values about what? 



“eVALUation” 

Good evaluation questions are not just about ‘What were 

the results?’ (i.e., descriptive questions) but also ‘How 

good were the results?’ (i.e., judging the value of the 

program or policy).  

 

 

 Source: E. Jane Davidson. The rubric revolution. AES Conference, 2011 



Values in synthesis of results 

Intended 

impacts – 

for all 

   
 

 

Negative 

impacts  
    

Negative 

impacts – 

for some 

   

Overall 

synthesis 

GOOD ?? 

 

?? BAD 



Values in terms of … 

Outcomes 

and 

impacts 

Distribution of 

costs and 

benefits 

Processes 



Standards 

What level of 

performance? 

Weighting/ 

Synthesis 

How will data be 

combined into a 

overall evaluative 

judgement? 

Criteria 

What are the 

relevant 

aspects? 

Values in terms of … 



CRITERIA  

country of origin 

% cocoa fat 

POSSIBLE  

CRITERIA 

price 

Source: Rogers P. Addressing complexity in evaluation. DFAT workshop, Nov 2014. 



STANDARDS 

% cocoa fat 

POSSIBLE  

CRITERION 

POSSIBLE  

STANDARDS 

At least 30% 

Between 50 and 

70% 

Source: Rogers P. Addressing complexity in evaluation. DFAT workshop, Nov 2014. 



WEIGHTING/ SYNTHESIS  

POSSIBLE  

CRITERIA 

price 

POSSIBLE  

WEIGHTING 

FairTrade only, no 

matter the price 

FairTrade if no more 

than 20% more 

expensive 

FairTrade if the same 

price 

no forced 

child labor 

used 

Source: Rogers P. Addressing complexity in evaluation. DFAT workshop, Nov 2014. 



Using Rubrics 

• An explicit way of defining “quality” and “value” 

Evaluative criteria –what aspects are important? 

Merit criteria –how good is “good”? 
 

• Interpretation guides for evidence: Making a 

judgement, using these criteria, about how good, or 

excellent (or poor) something is 

[evidence=qualitative, quantitative, mixed – considered as 

a set] 
 

• “Ladders of change” 

RMIT University 40 
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Indicator ‘versus’ Criterion 

Outcome domain 

Indicators 

 Source: E. Jane Davidson. Actionable evaluation basics. RealEvaluation 



Indicator ‘versus’ Criterion 

RMIT University 42 
 Source: E. Jane Davidson. The rubric revolution. AES Conference, 2011 
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 Source: K. McKegg. The rubric revolution. AES Conference, 2011 



RMIT University 44 
 Source: K. McKegg. The rubric revolution. AES Conference, 2011 



There are equity implications of  
every choice made  

about M&E methods and processes 

45 
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Equality or Equity? 

Equal access  

to resources 

 

Different access to  

resources to allow  

equal outcomes 
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What should be the criteria and standards to judge performance? 

Whose criteria and standards matter? 

What should be the process used to develop agreement on these?  

Did they all want to watch the game? 

Were there other outcomes that would have been better? 



DEFINE: Develop a description of what is to be evaluated and 
how it is understood to work. 

• What gets evaluated? 
– Welfare or subsidies? Short projects or ongoing programs? 

• What is the theory of change? 
– Who decides what the intended results are? 

– Does it just look at average results? 

– Does it have a change theory for improving equity?  
(e.g., Green (2011) active citizenship, elites or cross-class action) 

• What are possible unintended results? 
– Who decides what are intended/unintended, 

positive/negative, noticed/not noticed results? 

 



FRAME: Set the parameters of the evaluation –its purposes, key 

evaluation questions, and criteria and standards to judge 

• What are the Key Evaluation Questions? 
– Do they explicitly include equity considerations? 

 

Examples of equity-focused KEQs: 

- To what extent were gender equality goals and processes 
incorporated into the planning of the intervention? 

- What are the results of the intervention –intended and 
unintended, positive and negative– including the social, 
economic and environmental effects on the worst-off groups? 

- To what extent have results contributed to decreased 
inequities between the best-off and the worst-off groups? 



FRAME: Set the parameters of the evaluation –its purposes, key 

evaluation questions, and criteria and standards to judge 

• Who are the primary intended users? 
– Staff, managers and policymakers claiming to act on behalf 

of those who are disadvantaged? Or those directly 
experiencing inequity?  

– Traditional, collaborative or devolved power structures? 

• What are the primary intended uses? 
– Accountability - Who is being held accountable for what 

and by whom? 

– Learning - Whose learning is being supported? Through 
what processes? In terms of what functions? 



FRAME: Set the parameters of the evaluation –its purposes, key 

evaluation questions, and criteria and standards to judge 

• How are evaluative criteria and standards 
decided (“what success looks like”)? 
– Are evaluations entirely structured around externally-set 

criteria and standards or the stated values of those 
experiencing inequity? 

– Do evaluations involve values clarification and negotiation 
between groups informed by a multitude of sources (such 
as individuals’ experiences and aspirations, research and 
comparative analysis)? 

– Should the aim be equality of opportunity or equality of 
outcomes? What would be a reasonable trade-off between 
means and ends?  



Answering descriptive questions 

One of the most common ways of addressing equity in evaluation 
is in terms of describing differences: 

• What differences are described? How are they described? 

– Inputs: e.g., limited access to services; barriers such as price 

– Results: e.g., different health or employment outcomes for 
people from particular ethnic groups 

 

How these differences are described and assessed or measured 
can have a large impact on the findings of the evaluation and 
subsequent decision-making 

 

 

 

DESCRIBE: Collect and retrieve data to answer descriptive questions 

about the intervention activities, various results, and the context in 
which it has been implemented. 



What are the implications of causal inference strategies used? 

• Do they allow for explanation of differential impacts? 

• Do they skew findings to individual-level interventions? 
 

 

 

 

 

 

 

 

Understand causes: Collect and analyze data to answer causal 

questions about what has produced observed  results. 



Synthesize: Combine data to form an overall assessment of the 

merit or worth of the intervention, or to summarize evidence across 
several evaluations. 

Evaluations need to synthesize evidence across multiple criteria 
into an overall judgement of merit or worth. 

 

• If there are differential effects, how should these be 
synthesized? 

• Should equity impacts become a ‘hurdle’ requirement when 
assessing overall success? 

 

 

 

 

 

 

 



• Do deficit-focused reports increase stigma and deficit focus? 

 

• How accessible are reports? 

– Language, style, format, type etc. 

 

• What support is provided to whom to apply or use findings? 
 

 

 

 

 

 

 

 

Report & Support use: Develop and present findings in ways 

that are useful for the intended users of the evaluation, and support 
them to make use of them. 



BUILDING A STRONG EVALUATIVE CULTURE 

• What is a strong evaluative culture? 

• How can we build it? 



Characteristics of  
an organization with a strong evaluative culture 

 • engages in self-reflection and self-examination: 

– deliberately seeks evidence on what it is achieving, such as 
through monitoring and evaluation; 

– uses results information to challenge and support what it is 
doing; and, 

– values candour, challenge and genuine dialogue. 

• engages in evidence-based learning: 

– makes time to learn in a structured fashion; 

– learns from mistakes and weak performance; and, 

– encourages knowledge sharing. 

• encourages experimentation and change: 

– supports deliberate risk taking; and, 

– seeks out new ways of doing business. 

Source: Mayne J (2008). Building an evaluative culture for effective evaluation and results management. ILAC Brief 20; p.1. 



Measures to foster an evaluative culture (1) 
 

Leadership 

• Demonstrated senior management leadership and commitment 

• Regular informed demand for results information 

• Building capacity for results measurement and results 
management 

• Establishing and communicating a clear role and responsibilities 
for results management 

Source: Mayne J (2008). Building an evaluative culture for effective evaluation and results management. ILAC Brief 20; p.1. 



Measures to foster an evaluative culture (2) 
 

Organizational support structures 

• Supportive organizational incentives 

• Supportive organizational systems, practices and procedures 

• An outcome-oriented and supportive accountability regime 

• Learning-focused evaluation and monitoring 

 

A learning focus 

• Building in learning 

• Tolerating and learning from mistakes 

Source: Mayne J (2008). Building an evaluative culture for effective evaluation and results management. ILAC Brief 20; p.1. 



Some Useful Resources (1) 

• Funnell S and Rogers P (2011). Purposeful program theory: effective use of 
theories of change and logic models.  San Francisco: Jossey-Bass/Wiley. 

http://betterevaluation.org/resource/guide/purposeful_program_theory 

• King et al (2013). Evaluative rubrics: a method for surfacing values and 
improving the credibility of evaluation. Journal of MultiDisciplinary 
Evaluation 9(21):11-20. 

• Oakden J (2013). Evaluation rubrics: How to ensure transparent and clear 
assessment that respects diverse lines of evidence. 
http://betterevaluation.org/resource/ example/rubrics-oakden 

• Rogers P (2016). Understanding and supporting equity. Implications of 
methodological and procedural choices in equity-focused evaluations. In: 
Donaldson S, R Picciotto (eds). Evaluation for an equitable society. 
Charlotte: Information Age Publishing. Chpt 11: p. 199-213. 

• Peersman G, Rogers P. Addressing equity issues in monitoring and 
evaluation. Accepted for publication in Development Bulletin 2016. 



Some Useful Resources (2) 

• Mayne J (2008). Building an evaluative culture for effective evaluation and 
results management. ILAC Brief 20. 

http://betterevaluation.org/resources/example/building_evaluative_cultu
re/building_evaluative_culture_example 

• Britton B (2005). Organisational learning in NGOs: Creating the motive, 
means and opportunity. Intrac. 
http://intrac.org/resources.php?action=resource&id=398 
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SOME IMPORTANT DEVELOPMENTS IN M&E 
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APPLYING COMPLEXITY THINKING 
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1. Visions and Plans 

 

We are here 

We want to get there 

M&E often assumes stable conditions 

Are we there yet? 

Did we get there? 

What’s the best 

way to get 

there? 

Source: Rogers P. Addressing complexity in evaluation. DFAT workshop, Nov 2014. 
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2. What actually happens 

 

M&E sometimes needs to help navigate turbulent conditions 

We are here 

We want to get there 

How is it 

going? 

How is it 

going? 

How can we 

move forward 

in these 

conditions? 

How can we 

move forward 

in these 

conditions? 

Or maybe there 

What is the 

best way to 

navigate in 

these 

conditions? 
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Unhelpful ways in which ‘complex’ is used 

66 

This evaluation is  

really complex 

It’s hard to  

collect good data 

This is a  

complex program 

We haven’t worked out  

what we’re doing yet 

This is a  

complex program 
Never you mind about that 

DATA COLLECTION CHALLENGES 

LACK OF PLANNING 

DESIRE TO AVOID SCRUTINY 

Source: Rogers P. Addressing complexity in evaluation. DFAT workshop, Nov 2014. 



2002 

2003 
IBM Systems 

Journal,  

The new dynamics 

of strategy: 

Sense-making in a 

complex and 

complicated world 

Cynthia Kurtz 

Dave Snowden 

 

Commission of the Future 

of Health Care in Canada 

Discussion Paper No. 8 

Complicated and 

Complex Systems – What 

would successful reform 

of Medicare look like? 

Sholom Glouberman 

Brenda Zimmerman 

2006 

Harvard Business Review  

Leader's Framework for 

Decision Making 

Dave Snowden, Mary Boone 

2008 
Evaluation in Complex Adaptive 

Systems,  

Glenda Eoyang, Thomas Berkas 

Using Programme Theory to 

Evaluate Complicated and Complex 

Aspects of Interventions,  

Patricia Rogers 

Exploring the science of 

complexity: Ideas and implications 

for development and humanitarian 

efforts, ODI Working Paper 285,  

Ben Ramalingan, Harry Jones 

Getting to 

Maybe 

Frances 

Westley, 

Brenda 

Zimmerman, 

Michael Quinn 

Patton 

1997 

2007 

2000 
Medical Research 

Council  

A Framework for 

development and 

evaluation of RCTs for 

Complex Interventions 

to Improve Health 

 

 

2001 
Ralph Stacey's 

Agreement & Certainty 

Matrix 

Brenda Zimmerman 

 

 

 

 

 

Recent sources for thinking about complexity 



2011 

Purposeful Program Theory  

 Sue Funnell & Patricia Rogers 

2009 

2010 2011 

NORAD conference  

Evaluating the 

complex 

Oslo, Norway 

Evaluating the complex  

Kim Forss, MIta Marra, 

Robert Schwarz (eds) 

Workshop, Cali, 

Columbia 

2008 2008 

2010 

Recent sources for thinking about complexity 



Recent sources for thinking about complexity 

2013 2013 

2014 

2014 2011 

2014 

2014 



Simple, complicated, complex aspects of 

interventions 

Simple 

‘Known’ 

Standardized – single way to do it 

Works pretty much the same everywhere / for everyone 

Best practices can be recommended confidently 

Knowledge transfer 
 

Impact focus: Is it still working? 

Complicated 

‘Knowable’ 

Adapted – need to do it differently in different settings 

Works only in specific contexts which can be identified 

Good practices in particular contexts 

Knowledge translation 
 

Impact focus: What works for whom in what contexts? 

Complex 

‘Unknowable’ 

Adaptive – need to work it out as you go along 

Dynamic and emergent 

Patterns are only evident in retrospect 

Ongoing knowledge generation 
 

Impact focus: What is working? 

70 
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1.  Focus and intended outcomes/impacts   

Are there agreed objectives? Different objectives? 
Emergent objectives? 

2.  Governance, intended use and intended users  

 Is there a single organisation? Multiple ones? Emergent 
ones? Who makes decisions and how? 

3.  Unintended outcomes  

 Can possible unintended outcomes be readily 
anticipated?  Do these need expertise to identify in 
advance? Or can they only be identified in retrospect? 

4.  Causal packages   

 Sufficiency – Is the intervention sufficient by itself to achieve the 
outcomes?  Does it only work as part of a causal package that can 
be identified in advance? Or only in retrospect?   

 Necessariness – Is the intervention the only way to achieve the 
outcomes?  Are there alternative ways that can be identified in 
advance? Or only in retrospect? 

What to consider before forging ahead? 
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5. Consistency   

Is the intervention the same everywhere?  Should it be? 
Has it been adapted for different situations?  Does it need 
ongoing adaptation? 

6. Change trajectory  

Is there a constant rate of change over time, or 
relationship between inputs and outputs?  Are there 
differences that can be identified in advance? Or in 
retrospect? 

7. Approaches to causal inference  

Is there/should there be a counterfactual? How can cause 
and effect be analyzed if there is no counterfactual? 

8. Valuing  

How should different values in terms of criteria, standards 
and synthesis be taken into account? 

 
 

 
  

What to consider before forging ahead? 



Implications for M&E 

• Seeking simple answers about “what works” is unlikely to accurately 

reflect the multiple causal factors and pathways which exist and may 

therefore not be so useful for replication or evidence-based policy 

• Emergent interventions may need an element of emergent 

evaluation design and measures 

• Intervention logic may need to be used as a heuristic not an 

implementation blueprint 

• Complicated aspects of interventions require attention to multiple 

goals, multiple components, and effectiveness only in certain 

situations 

• Complex aspects of interventions require attention to unfolding and 

unpredictable outcomes, and timely reporting on interim outcomes 

 



Purpose – multiple and emergent users and uses 

Key Evaluation Questions –  multiple and emergent 

Values to be used (outcomes, processes, distribution  

of benefits – multiple and emergent 

Implications for monitoring and evaluation 

RMIT University 74 

Data needed to answer descriptive questions – different  

perspectives about what is credible, emergent needs 

What is to be evaluated? – Different perspectives, emergent 

How is it thought to work? – Multilevel, multicomponent  

program theory, emergent  

Designs and strategies to answer causal questions 

 – recognise complicated causal packages, iterative  

non-counterfactual strategies 

Synthesising evidence from one or more evaluations 

to answer evaluative questions – taking into account  

different value positions 

Reporting findings and supporting use of them – different 

reports for different users, real time, frequent reporting 

Who will control the evaluation? Recognise and engage  

different groups engaged in interventions 

How will quality be ensured? Better an approximate answer 

to an important question 

Source: Rogers P. Addressing complexity in evaluation. DFAT workshop, Nov 2014. 



Rubrics, Most Significant Change  - identify different values 

RMIT University 75 

Outcome Harvesting, retrospective baselines 

Complicated logic models, iterative processes, ongoing 

revision 

Process Tracing, Contribution Analysis, Collaborative 

Outcomes Technique, General Elimination Method 

Rubrics, co-existive evaluation 

Realist Synthesis 

Interactive reporting, real-time reporting  

Separate or joint evaluations 

Implications for monitoring and evaluation 

Source: Rogers P. Addressing complexity in evaluation. DFAT workshop, Nov 2014. 



Developmental Evaluation 

Patton, M.Q. (2006) Evaluation for the Way We Work.  The Nonprofit Quarterly. Vol. 13 (1): 28-33. 
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NEED FOR SUSTAINED AND EMERGING IMPACT 
EVALUATION (SEIE) 

 
 

 

 

 

 



http://betterevaluation.org/blog/SEIE 



The Need for Post-Project Evaluations 

Current impact evaluations tend to look “only at relatively short-term, intended direct 
effects” and attention to unintended or unexpected (emerging) impacts of our 
interventions remain underdeveloped. 

 

Returning 2-10 years post-project offers an opportunity: 

• to assess whether improvements- such as those in organisational efficiencies, 
community infrastructure, knowledge, behaviour change, livelihoods- that may 
have been planned and shown at the end of the project cycle, actually endured.   

• to understand whether other unintended impacts emerged over time as a result of 
a project or program or participants’ efforts in the intervening years after the 
project ended.  

 

How can we claim we are doing “sustainable development” if we do not return to 
assess sustainability that we either envisioned or that emerged from people’s own 
efforts? 

http://betterevaluation.org/blog/SEIE 



http://betterevaluation.org/blog/SEIE 


